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Abstract

With technological and manufacturing advances, and increased economies
of scale, today the use of Reconfigurable Optical Add/Drop Multiplexers
(ROADMs) has become economical. A ROADM allows individual or multiple
wavelengths to be added and/or dropped from a transport fiber without the
need to convert the signals to electrical and back again to optical. This
feature makes a fiber optic network more flexible, i.e., the network can be
remotely configured/reconfigured through ROADMs. Consequently, due to
high capital cost, to determine an optimal placement of ROADMs and to
assign wavelengths in a cost efficient way becomes an important problem in
network topology design. We introduce a Mixed Integer Programming model
that captures signal loss and wavelength packing/blocking, and develop a
three-phase algorithm to efficiently solve it. Analytical justifications for the
algorithmic steps are provided. Computational experiments are conducted
to assess the tractability of the model, and to evaluate the performance of
the proposed approach. The execution times of the algorithm are acceptable.
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1. Introduction

Optimal Wavelength-Division Multiplexing (WDM) is a promising tech-
nology for the telecommunication industry [1]. The technology has advanced
in recent years to the point of becoming financially feasible. Optical signal
transport is substantially cheaper than the transfer of an electrical signal.
As a result, it becomes more economical to transfer signals over optic cables
and thus to minimize the transport of electrical signals, which are required
at end points.
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In a fiber optic network, an electrical signal is transformed into an op-
tical signal and vice versa on several occasions. Every service using the
network sends an electrical signal that must be converted via transponders
and muxponders to an optical signal for transport. In addition, transponders
and muxponders also prevent the converted optical signals from exceeding
the capacity of a wavelength (typically 10G). The converted optical signal
is thus transferred through the network to its final destination at which an
optical-to-electrical conversion process is applied.
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Figure 1: Network transfer on a single line

Figure 1 shows a signal conversion process when applied on a single line. A
wavelength is a bundle of services with a unique frequency (labeled A1, ..., Ajg
in Figure 1). Each wavelength is packed into the fiber optic cable and in
essence travels independently of the remaining wavelengths.

During the transmission process, the optical signals must be amplified
every certain distance along a fiber optic cable (typically within a range
of 100 miles). The amplification process, however, causes a degradation in
signal quality (noisy increase). To overcome this, the signal is regenerated
periodically. Figure 1 shows a single amplifier.

A Reconfigurable Optical Add/Drop Multiplexer (ROADM) can auto-
matically terminate wavelengths from one optical cable to another (see Fig-
ure 2). Wavelengths can be routed across the network at the optical layer or
“dropped” at traffic access points to provide service. In addition, a ROADM
can terminate a wavelength for a group of services, which corresponds to
converting the optical signal through transponders and muxponders back
to electrical signals used by the services. This operation is called a service
add/drop.

Wavelength termination includes wavelength repacking or blocking. Within
a ROADM, individual wavelengths are de-multiplexed and then switched by
an optical switch module. Any wavelength can be directed to any output
port. After switching, the optical signals are then repacked (i.e., all outgoing
transmitted data are grouped/multiplexed) into output fibers. As shown on
the left in Figure 2, the data carried in wavelength ¢; is terminated and/or
repacked by a line card, and then the resulting wave packets are sent out in
wavelengths ¢, and cs.
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Figure 2: Wavelength termination process

Figure 2 also shows an example of wavelength blocking. On the right,
wavelength ¢; is converted from optical to electric by a line card. This is
required when output links do not match an identical incoming wavelength.
Hence, ¢ is blocked and the wave packet while converted back to optical by
the line card is sent out as wavelength c¢4. The actual repacking and blocking
is performed at the electric level. A ROADM is required if a wavelength is
blocked, or repacked, or there is a service add/drop at a site. If any of these
operations is performed, the underlying wavelength must be terminated.

In fiber optic networks, wavelength blocking has a key role for a successful
completion of a signal transfer. This stems from the fact that an optic cable
can include only wavelengths of different frequencies, and in the entire system
there is only a finite number of available frequencies. When the frequency of
a wavelength corresponds to the same frequency of another wavelength in the
system, the blocking process is performed by ROADMs and the frequency of
a wavelength must be changed.

Termination of a wavelength is required only when proceeding with a
wavelength other than an identical wavelength (i.e., same frequency and
composition of services). Once the wavelength is terminated, the cost of
the line cards is incurred, coupled with the cost of a ROADM (which must
be installed if there is at least one termination).

The downside of using ROADMs is the weakening of the signal and the
occurrence of additional noise. To overcome these, amplifiers are installed
every certain distance along the line to amplify signals (wavelengths). Fig-
ure 3 shows the locations of three amplifiers, which are predetermined based
on the network configuration. The network segment between two consecutive
amplifiers is considered the smallest segment where no changes to the cable
and signals are possible.

In addition to signal loss, signals also degrade in quality and must be
regenerated. To regenerate a signal, a line card is required, i.e., the signal
must be converted to electrical, regenerated, and then converted back to op-
tical. The need for regeneration depends on the number of segments between
two locations, the number of ROADMs in between (each ROADM further
degrades the signal), and the signal loss factor of the underlying cable. As a
result, a number of regenerators must be deployed in the network.
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Figure 3: Amplification of signal

Due to the high cost of ROADMs and line cards observed in the past on
existing networks, ROADMs were not economically feasible and thus they
were not deployed. Large telecommunication companies using fiber optic
networks without ROADMSs had to route all their services directly.

The telecommunication industry has evolved and advanced. With techno-
logical and manufacturing advances, coupled with the increased economies of
scale, today ROADMs have become economically feasible. As a consequence,
providers are upgrading their high-bandwidth networks to include ROADMs
in order to improve efficiency and flexibility. Due to the substantial increase
in the use of ROAMDs on WDM optical networks, only a small marginal
improvement in the costs of installing and using ROADMs yields a substan-
tial economic impact. On the other hand, optical network systems including
many wavelengths and operating at a high data rate lead to a significant
amount of data loss, thus affecting the overall quality of service. There-
fore, ROADMSs’ optimal use and accurate measurement in terms of optical
signal-to-noise ratio became key metrics of success in WDM optical network
applications.

In this paper we focus on the design of a fiber optic network with ROADMs
in the most cost effective way, and confine our study to mesh networks. We
assume that the existing cable network and the underlying services are given.
A service is defined by two end points and a route or path consisting of a
number of segments connecting the two end points. A service is mapped to a
set of wavelengths based on the number of circuits required. Three different
circuits are given, namely, 10G, 2.5G and 1G circuits. The main goal of this
study is to develop an algorithm to solve the splittable traffic partition in
WDM optical networks. The objective is to develop an algorithm capable
of: (1) minimizing the total cost including the cost of ROADMs and line
cards, (2) obeying all engineering requirements, e.g., all services packed into
a wavelength on each segment should not exceed the maximum capacity of
a wavelength, and (3) computationally handling large-scale instances arising
in the industry.



1.1. Related Work

There have already been studies of placement of ROADMs. For example,
Sutter et al. [2], Belvaux et al. [3], and Lee and Koh [4] consider a network
connected by unidirectional Synchronous Optical Networking (SONET) cir-
cular optic fibers, called rings, and propose optimization methods, such as
integer programming column generation, to find the optimal placement of
ROADMs. A major difference with the present work is the fact that the
authors neglect wavelengths in their model. Fortz et al. [5] study a SONET
ring design problem with the objective of finding a minimum cost assignment
of ROADMs of unidirectional rings subject to a limitation on the number of
nodes allowed in a ring, and hop constraints, i.e., constraints forcing each ring
to have at least two different interconnection nodes with other rings. Tabu
search algorithms are designed to assign traffic demand to wavelengths. Be-
sides the difference of wavelength continuity, which is included in our model
but disregarded in [5], our work does not include hop constraints since we
have a general network topology.

Goldschmidt et al. [6] present several greedy algorithms (edge-, cut-, and
node-based) to minimize the total cost of a network connected by bidirec-
tional SONET rings. Macambira et al. [7] extend the work of Goldschmidt
et al. [6] and present a branch-and-price algorithm. When compared to our
work, two major differences are found in the works of Goldschmidt et al. and
Macambira et al.: 1) the objective minimized in these works is the number
and length of rings instead of minimizing the cost of ROADMs, and 2) their
work does not capture packing, blocking, and signal loss.

All of the existing algorithms (except for Calinescu and Wan [8], Gerstel
et al. [9], and Holler and Vo [10]) assume wavelength-continuity, i.e., the
same wavelength is allocated on all of the links in the path established for
a service. Since a ROADM allows wavelength-discontinuity, i.e., services
can be transferred from one wavelength to another, Gerstel et al. [9] argued
that the cost of the network, or the number of ROADMSs, can be potentially
reduced by adopting this feature. Hence, minimizing the total cost of a
SONET/WDM network is equivalent to finding an optimal traffic partition
that uses the minimum number of ROADMs since the cost of ROADMs are
the dominant cost factor. This problem is proven to be NP-hard in [§].

Moreover, Gerstel et al. [9] provide two heuristic algorithms (cut- and
assign-first), and Calinescu and Wan [8] present heuristic approximation al-
gorithms to find a lower bound of the number of ROADMSs. Unlike our
work, the detailed wavelength termination (packing and blocking) is ignored
in their models.

Holler and Vof [10] consider a large network and employ a two-layer
approach. The authors propose greedy heuristics to find different routings
and minimal total cost of ROADMs and other equipments. As previous
works, wavelength termination (packing and blocking) is also ignored in [10],
which is an important simplification and deviation from our model.

Hongyue and Biswanath [11] investigate switching- and tuning-based ar-



chitectures using ROADMs and propose several heuristics for solving the
dynamic traffic provisioning problem. They divide the problem into two
subproblems: the tuning-head positioning problem and the resource alloca-
tion problem. They conclude that adding more ROADMs at the nodes is the
best way to overcome the tuning constraints, yet they keep open the question
of what the optimal number of ROADMs is.

More recently, Fourneau et al. [12] optimize the design of ROADM-based
networks for given routing matrices and propose an analytical formula to
obtain the number of packets waiting in the buffer. They basically deal with
possible modifications of existing optical add/drop multiplexers to improve
the network using a partial optical-electrical-optical conversion. Unlike our
work, the authors mainly focus on developing a tool to improve the perfor-
mance of ROADMs to design core networks with aggregation channels, and
base their study on a stochastic model and greedy algorithms. Wei et al. [13]
present a two-way hitless ROADM structure for a two-way network, and an
Optical Cross Connect structure for a mesh network. Their work is based on
an add/drop filter, called microring resonator (MRR), to access one channel
in WDM signals while the other channels are not being disturbed. Unlike the
present work, the authors focus on a combined ROADM-MRR structure to
optimize the port number using the structure as node module and adjusting
the index of MRR.

The main contributions of our work are as follows:

e We capture signal degradation and loss. It is the first work addressing
signal loss in the content of placement of ROADMs.

e We address the wavelength-discontinuity nature offered by ROADMSs
and line cards, and incorporate packing and blocking into our model di-
rectly. In contrast, prior research considering wavelength-discontinuity
(8], [9], [10]) assume wavelength is discontinuous, but ignore the de-
tailed implementation of packing and blocking in their models. The
allowance of packing and blocking poses a significant challenge.

e We consider a general network topology. In contrast, existing mod-
els are based on networks with rings, or the origin and destination of
services are the same.

e We design and implement a three-phase optimization algorithm to effec-
tively tackle the ROADM placement and wavelength assignment min-
imization problem in WDM optical networks. As the main core of the
proposed approach we introduce a novel mixed-integer programming
model that efficiently incorporates wavelength termination.

The remainder of this paper is organized as follows. In the next section,
we present the specifics of the problem, and introduce the mixed-integer-
programming model. In Section 3, we propose a three-phase heuristic algo-
rithm to solve the problem efficiently. Section 4 provides a computational



study on the proposed heuristic. Finally, concluding remarks are given in
Section 5.

2. Mathematical Formulation

In this section, we introduce a mathematical formulation of the problem
with the aim of efficiently incorporating and evaluating wavelength termi-
nation. The formulation is given as a mixed integer linear program, and
employed as the main core of the algorithm proposed in the next section.
Note that all information concerning the underlying network and services
are provided in advance, as well as all routes of traffic of a service involved
in the network.

2.1. Definitions and Notations

Given a set of nodes NV, a graph G = (N, E) connects these nodes via a set
of edges (fiber optic segments) E. Nodes correspond to locations with service
requirements, sites with amplifiers, and sites where traffic can be combined.
An edge corresponds to a segment as discussed in the introduction, i.e., the
smallest portion of the physical network not requiring any change to the
signal.

Given edge e = (i,7j) € E, we denote by I(e) = {7, 5} the set of the two
nodes incident to the edge. It follows that I(e)NI(f) # 0 if and only if edges
e and f share the same node.

A service is specified by a route, the number of requested circuits, and the
capacity of each circuit. A circuit is the smallest indivisible unit of a service
segment. A wavelength consists of several circuits. For example, a service
might include 3 circuits of 10G capacity and a different service possibly from
the same customer might require 5 circuits of capacity 2.5G. Let D denote
the set of all services. For d € D, let d¥ be the route specified as the set
of edges, and let d° be the two terminal nodes of service d. Let vy be the
capacity of service d, and D, the number of circuits in service d. We define C
as the set of all possible wavelengths, and U as the capacity per wavelength.

Figure 4 depicts some notation and definitions of decision variables dis-
cussed below. Node i has two incident edges e and f, edge e has two wave-
lengths ¢; and ¢y, edge f has four wavelengths labeled from ¢y through cs.
The solid black lines indicate different circuits. Line cards are used to repack
or block wavelengths. For example, in Figure 4, wavelength ¢; on edge e is
terminated by a line card, and new wavelengths cs, ¢4 are repacked. We recall
that wavelength ¢ on edge e € E at node i € N,i € I(e) is not terminated
only if there exists another edge f with I(e) N I(f) # () such that all circuits
in wavelength ¢ on edge f are the same as all circuits in wavelength ¢ on edge
e. For example, in Figure 4, wavelength c; is not terminated. Wavelength
cs on edge f is an add/drop point, i.e., it provides access to services. Like-
wise, the circuits in wavelengths c3 and ¢4 that are not “extended” to edge e
provide add/drop access.
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Figure 4: Parameters depiction of the mathematical model
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2.2. Decision Variables

In order to model the desired features, we must capture the composition
of each wavelength on each edge. In addition, for termination, we must also
capture transfers among wavelengths.

o We define B4, . as the number of circuits of service d we allocate to
wavelength ¢ on edge e for d € D,c € C and e € d. For example, in
Figure 4, B4, represents the number of circuits of service d allocated
to wavelength ¢; on edge e.

o We define age ¢ sz to be the number of circuits of service d going from
wavelength ¢ on edge e to wavelength ¢ on edge f ford € D,ce C,¢c €
Ciecdl fed I(e)nNI(f)#0,e# f. As shown in Figure 4, service
dy on wavelength c; of edge e transfers g, e, 7., circuits to edge f on
wavelength cy.

e For every i € N, we define

~_ | 1 if ROADM is required at node 4,
Y79 0 otherwise.

e For each c € C, edge e € E, and node i € N,i € I(e), we define

1 if wavelength ¢ € C' on edge e is terminated at node ¢,
5i,e,c - .
0 otherwise.

For example, in Figure 4, d; .., is 1 since wavelength c¢; is terminated.
In addition, d; ., = 1 and 0; 4., = 1. But d;c., = 0 since all cir-
cuits within wavelength c, are transferred to edge f within the same
wavelength ¢y without termination.



For each ¢ € C, edges e € E, f € E,e # f with I(e)NI(f) # 0, we
define

0 if wavelength ¢ on edges e and f is the same, i.e.,
fe f.c = the wavelength does not have to be terminated,
1 otherwise.

In Figure 4, fi¢ ¢, and jife ¢, are 1 since wavelength c; is not terminated.
For each ¢ € C, edge e € E, and node i € N,i € I(e), we define

1 if wavelength ¢ € C' on edge e includes a circuit
Wieo = starting/ending at node 1,
0 otherwise.

For example, in Figure 4, w; 7., = 1 since wavelength c5 starts/finishes
at node 7 and edge f. We also have w; ¢, = wj fc, = 1.

For each e € F,c € C, we define

7T€,C =

1 if wavelength c is used on edge e,
0 otherwise.

For example, in Figure 4, 7, is 1 since wavelength c3 is used on edge
f. Indeed, Figure 4 depicts only wavelengths with 7 = 1 (all others are
not shown).

Fore € E,f € E,e # f with I(e)NI(f) # 0, and ¢ € C,¢ € C, we
define

1 if there is a circuit in wavelength ¢ € C' on edge e that
Aec:ife = connects to wavelength ¢ € C' on edge f,
0 otherwise.

For example, in Figure 4, Ac,.r, is 1 since wavelength c; on edge e is
connected to wavelength ¢, on edge f.

For each path P,c € C, we define

Cpo = 1 if wavelength c is used on the entire path P,
Pe™ 7 0 otherwise.

For each path P, and 1 < k < |P| — 2, we define

1 if there are more than or equal to K ROADMs on path P,
9137]C = .
0 otherwise.

Variables ( and 6 are required to capture signal loss, which as discussed
depends on the number of ROADMs in path P.



2.3. Objective Function
The objective function reads

min Z CTi(0iec+ Wiee) + Z CRii,

iEN,e€E,i€l(e) 1EN
ceC

where C'R; is the cost of a ROADM at node ¢ € N, and C7T; is the cost
of terminating a wavelength at node i € N (the cost of a line card). It
minimizes the total system cost consisting of the cost of ROADMs and line
cards.

2.4. Assignment and Transfer Constraints

We first include a set of constraints that properly assigns each network
component to the system while taking into consideration the corresponding
physical assumptions.

> Biee=Da, VdeD,ecd” I(e)ynd® #0, (1)
ceC

S Biee=Y Bise VdeDeed fed I(e)nI(f)#0, (2)

ceC ceC

> vaBiec <U, Vec€E ceC. (3)
deD
Eq. (1) forces all circuits from each service to be assigned to the fiber optic
network. Eq. (2) states the network flow balance at each “internal” node of
a route, i.e., all circuits entering a node must also leave the node. Eq. (3)
imposes an upper bound U on the maximum capacity of a wavelength.
We must link the content within a wavelength (variable ) with the vari-
able («) capturing transfers within a node. Let

Q={(d, f,c,e,c)lde D,ce C,ce C,ecdl fedl I(e)NI(f)#D,e# f}

be the feasible search space for the signal transfer design part. Then, the
following set of constraints capture signal transfers in the system.

/Bd,e,c - Z Qde,c;f,c» v (d7 €, ¢, f7 6) S Qa (4)
ceC

Adec,fe = A, f ce,cs v (d> €, C, f; é) S Q, (5)

Adec:f.c S md)\e,c;f,@ v (d> €, ¢, f> é) € Qa (6)

Bice < Uwiee, VdeD,ceCiecEyicl(e),icl(e)nd®. (7)

For any node, Eq. (4) states the transfer relationship between the flow-in
circuits and a wavelength. Since the edges are bidirectional, Eq. (5) forces
the transfer variables to be symmetric. Eq. (6) establishes that if a transfer

within a node occurs for at least one service, then the corresponding A\ must

be 1. Here my = L%J ,d € D is an upper bound on the number of circuits

that can be packed into a wavelength. Analogously, Eq. (7) establishes that
if a new circuit is added at a node, then the corresponding w must be 1.
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2.5. Wawvelength Termination Constraints

The following set of constraints capture wavelengths’ blocking and pack-
ing features.

Let |C| be the number of wavelengths, and let deg(i) be the degree of
node i. Eq. (8) then imposes the termination required at edge connect e €
E,fe E I(e)NI(f)# 0 on wavelength ¢, with [; = |C| x deg(i).

wi,e,c+wi,f,c + Z )\e,c,h,é + Z /\f,c,h,é + Z ()\e,c,f,é + /\e,é,f,c)

h,h#e,h#f,eeC h,h#e,ceC ceC,c#c
eI(h)NI(e) h#£ficeI(h)NI(e)

< (242L)pe e, YeeCiecE feEicl(e)NI(f).
(8)

Termination is needed at edge connect e € E, f € E,I(e) NI(f) # 0 on
wavelength ¢ if

(a) a new circuit is added on wavelength ¢ on either edge e or f, or

(b) wavelength ¢ on edge e has a circuit to transfer to a different wavelength
on edge h,h #e,h # f, or

(c) same as (b) except replace e with f, or

(d) wavelength ¢ on edge e or f transfers to a wavelength ¢, ¢ # ¢ on edge f
or e, respectively.

Any one of the above cases must imply g r. = 1. In Eq. (8), the first
two terms capture case (a), the next two terms cases (b) and (c), and the
last term case (d).

Pefe < libiee, Ye€e E, feEiel(e)NI(f),ceC, (9)

Pefe < lidise, Ve€e E feE iel(e)nI(f),ceC, (10)

> Biee < Ufee, Ye€E,ceC, (11)
deD,ecdP

Z 52‘,6,0 S lirYia Vi €N7 (12)

ecEicl(e),ceC

Z Wi e,c S ll")/l, YiéeN. (13)

ecE,i€l(e),ceC

Egs. (9) and (10) state that whenever a termination occurs on a pair of
incident edges, the corresponding termination variable 6 must be 1. Analo-
gously, Eq. (11) states that whenever a wavelength is used, the corresponding
7w must be set to 1. Egs. (12) and (13) force the model to add a ROADM
whenever a wavelength is either terminated or started (i.e, new circuits are
added), respectively.
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2.0. Signal Loss Recovering Constraints

Since a ROADM weakens signals and produces additional noise, the num-
ber of amplifiers and regenerators deployed in the system must be increased
in presence of ROADMs.

Given path P, let s(P) = max.cp{s.} be the maximum loss on path P,
where s, is the loss on edge e. Consider wavelength ¢ and two consecutive
terminations of this wavelength, i.e., between these two terminations, the
content of the wavelength does not change. The signal loss along path P
depends on the maximum loss s(P) among all edges in P and the number
k of ROADMSs along P. Note that each ROADM on P degrades the signal
even for wavelengths that are not terminated. On the other hand, whenever
a wavelength is terminated, the signal can be regenerated and amplified with
no extra cost.

Given maximum loss s, and number of ROADMs £ on the path between
two consecutive terminations of a wavelength, let f(s, k) be the maximum
number of edges between the two consecutive terminations of a wavelength,
where £ = 0,1,..., K with K being the maximum number of ROADMs on
any sup-path. We assume f(s, k) > f(s,k+1) forany sand k,0 < k < K—1,
which expresses the fact that additional ROADMSs further degrade the signal.

We model the signal loss concept by means of imposing a termination if
the loss condition is not satisfied. Consider arbitrary path P and a possible
wavelength c. If

(1) wavelength c is used on path P, and
(2) there are K ROADMs on path P, and
(3) f(s(P),k) < |P|, then

wavelength ¢ must be terminated on P. If condition (3) is satisfied (recall that
f(s(P), k) is the maximum number of edges without requiring a termination),
and wavelength ¢ is not terminated on P, then this violates the definition of
f. As a result, under these conditions a termination must occur.

For signal loss on wavelength ¢ to be applicable on path P, all wavelengths
must be used along path P. Let |P| be the number of edges in P. Eq. (14)
then captures condition (1).

D Tee <|P|=1+4Cpe, VpathPceC. (14)
ecP
In (14), if 7. . = 1 for every edge e € P, then (p. = 1. If at least one 7 on
path P is 0, then (p. can be anything. These constraints imply consistency
between 7’s and (’s.
To consider condition (2), Eq. (15) is then included to capture the number
of internal ROADMs along a path.

D %>k —kfpg1,¥ path P, f(s(P),k) < |P|,1 <k <min{|P| -1, K},
i€ PO

(15)
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where PV is the set of all internal nodes in P.

In (15), if >,cpoyi = R for R < |P| —2,R < K (note that the two
endpoints are excluded in PO), then 0pj, can be anything for k < R — 1. On
the other hand, for £ < R we must have 0p; = 1. This constraint is listed
only for path P with f(s(P), k) < |P] based on condition (3).

The actual loss requirement states that if wavelength ¢ on path P satisfies
f(s(P), k) <|P| with k being the number of ROADMSs on the internal nodes
of P, then somewhere along path P wavelength ¢ must be terminated (and
thus regenerated) based on condition (3).

Z 6i,e,c Z QP,k + CP,C - 17
1€PYic](e)
V path P, f(s(P),k) < |P|,ce C,0 <k <min{|P|—2,K}.
(16)

Eq. (16) is active only if (p. = 0p. = 1, which means that wavelength ¢
is used on path P and it has kK ROADMs internally. In this case, the right-
hand side in (16) is 1, which implies that the wavelength must be terminated
along path P.

The number of ROADMSs along a wavelength must be bounded, and the
number of edges a wavelength can use between two consecutive ROADMs
must also be constrained.

K
Zﬁpvk. > 1,  for any path P with |P| -2 > K, (17)
k=0
Z v > (pe, for any path P,|P| = M,ce C. (18)
iepO

Eq. (17) imposes that on a path used by the same wavelength, there
must be at most X' ROADMs. Eq. (18) imposes that on longer paths used
by the same wavelength there must be at least 1 ROADM, with M as an
upper bound constant on the number of edges in a wavelength between two
ROADMs. Note that two ROADMs might not regenerate the signal.

Moreover, several constraints can be disaggregated. For example, con-
straint (11) can be written as:

6d,e,c§U7re,c> VGEE,VCEO7dED7@€dP7

which provides a stronger LP relaxation, but it increases the size of the
formulation. Other constraints that can be disaggregated are (8), (12), and
(13). On the other hand, Egs. (6), (7), (9), and (10) are presented in the
disaggregated form.

Ideally all of the constraints should be disaggregated, but this could re-
quire excessive memory. The most appropriate formulation depends on the
underlying computing architecture.
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3. Three-Phase Algorithm

As noted in the previous section, even for mid-size instances the MIP
model results in a considerably large-scale mathematical program. In terms
of number of variables and constraints there is an exponential increase. For
example, at least one constraint of type (14)—(18) may be required in the
worst case for each path, thus easily resulting in a number ranging in mil-
lions. This strongly supports the application of the three-phase decompo-
sition algorithm to effectively handle the underlying complex mathematical
model.

The proposed heuristic decomposes the entire model into three tractable
subproblems. The first subproblem, solved in Phase 1, is to determine the
ROADM locations by only considering signal loss. In this phase, packing and
blocking are neglected, and the model aims at determining all sites where a
ROADM is required. As a result, all the corresponding regeneration locations
for each service are selected. The problem does not decompose by service
since the goal is to select regeneration sites for several services at the same
node, which requires a single ROADM.

The second subproblem is solved in Phase 2. In this phase, all sites requir-
ing ROADMs and regenerations are fixed for every service with model (1)-
(13) being solved. Note that beyond Phase 1, signal loss requirements are
always met. Since the resulting model is too large, we aggregate intermediate
nodes to one ‘artificial’ node (see Figure 5). Intermediate nodes are nodes of
degree 2 with no service requirements.

After solving the aggregated model and obtaining packing and blocking
decisions on paths with wavelength sets on edges, the third subproblem is
solved in Phase 3. In this phase, we disaggregate the wavelength decision
variables and obtain the wavelength assignments for the whole network. A
complete description of each phase is provided next.

Intermediate nodes

Aggregated node

Figure 5: Node aggregation

3.1. Phase 1: ROADM Selection

The ROADM selection phase is to find the most cost efficient placement
of line cards and ROADMSs that satisfy signal loss requirements. Therefore,
in this phase, we isolate the decision variables and constraints only related
to signal loss, and build a smaller mixed integer model.

Several services come from the same client and they differ only with re-
spect to the required bandwidth, i.e., vy. As a result, all services from the
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same client use the same route dP, which are subject to identical signal loss
requirements. For this reason, we call all such services a service bundle.
Formally, a service bundle is a set of all services with the same route.

Let D be the set of all service bundles. For each d € D, there is a set
H; C D of services comprising the service bundle. All services in H; have
the same route, i.e., if d; € Hy, dy € Hjy for some service bundle d, then
dP = dF. We denote the set of all of the nodes in this unique path by d”.
Sets Hj over all d partition D.

Given two nodes i € d*,j € d”, let P(i,j,d) C d* be the set of all nodes
on path d” between nodes i and 7, including 7 and j. Under the assumption
of this phase, i.e., no packing or blocking, constraints (14)—(18) do not need
to be listed for all subpaths, but only for subpaths of d?. For each d € D, we
define the bandwidth of service bundle d as bz = Y e H, vaDy.

The model uses the same ROADM selection variables 7;. For each service
bundle d € D and node i € N, we need to introduce new regeneration
variables

R 1 if service bundle d is regenerated at node i,
4471 0 otherwise.

In order to capture the number of ROADMs on a segment of a route, for
eachde D,i € d¥,je€ d¥, 0 <k <|d’| -2, we introduce variables

[ 1 if there are K ROADMs on path P(i, j,d),
Mijdk = 0 otherwise.

The objective function minimizes the weighted cost of all ROADMs and
line cards:

min E biCTio; g+ E CRivi (19)
ieN 1€EN
deD

where bz provides a weight with respect to the bandwidth of a bundle.
The constraints are as follows.

e A ROADM is required at nodes with at least one line card. These
constraints link together different bundles.

0.gd <7, Yi€eN,deD. (20)

e The number of ROADMSs on a subpath must be captured. These con-
straints are similar to constraints (15) with variables 6 replaced by k.

Z ")/p 2 k - kﬁi,j,(i,k*l? V gE D,/L € Jp,j € gP,
peP(i,5,d)\{i,5}

F(s(P(i. D), F) < PG, ).

1<k <|Plj,d)| -1
(21)
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e Signal loss on service bundles is the main requirement of this phase.
These constraints follow the reasoning of constraints (16) with vari-
ables 0 replaced by k. In addition, since we do not explicitly address
wavelengths, variables ( are no longer present.

> 0,iZ ki VdeDjied jed
pGP(i,j,d)\{i,j} o o (22)
f(s(P(i, g, d)), k) < |P(i, 5, d)],

e The maximum-number-of-ROADMs-on-a-subpath constraints are equiv-
alent to (17).

K
> kijar>1, VdeDied jed |P(ijd|-2>K (23)
k=0

e These maximum-number-of-segments-between-two-consecutive-ROADMs
requirements replace (18).

S w21 VdeDied jed |P(ijd)| =M

keP(i,j,d)\{i,j}

(24)

A desirable feature of this model is the fact that the number of constraints
is limited, i.e., it is polynomial in the input size.

3.2. Phase 2: Aggregation

By solving the phase 1 model, we obtain optimal variables v* and ¢*. In
the second phase we fix the ROADM variables v to the values ~v* for those
nodes with 7 = 1. All of the steps that follow impose that terminations
happen at locations ¢ with a; g = 1 for each service d with d € Hg. This
guarantees signal loss requirements for all subsequent steps.

Figure 5 shows two nodes, labeled by node 1 and node 2, connected by
a path with 3 nodes, each with degree 2, and with no service requirements.
Intuitively, it seems that on this path all packings and blockings can be done
at a single node. We actually provide later an analytical statement that
there is no loss of optimality by collapsing the three nodes into a single one
assuming that packing and blocking operations are decoupled. Since packing
and blocking can occur concurrently, this aggregation is not without loss of
optimality.

For the aggregated model, a new graph G(N, E) is introduced. Set N is
the set of all aggregated nodes, nodes with add/drop service requirements,
and nodes with degree larger than 2. Set E indicates the set of edges. All
consecutive nodes with degree 2 are collapsed into a single node. We use
similar decision variables, constraints, and the objective function except that
they are defined with respect to G.
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For each aggregated node i € N, let S(i) C N be the set of original
nodes aggregated to ¢. Given v* and ¢* from Phase 1, which are based on
the original graph, we define v/ =1, JZ g = 1 for an aggregated node i € N
if there exists j € S(i) with 7§ = 1, o7 5= 1, respectively.

To capture signal loss correctly, we solve the model described by con-
straints (1)-(10), (12), (13) with the following additions. For each ¢ € C,d €
D, and edge e € d”, we define new decision variables

1 if wavelength ¢ € C' on edge e includes a
Vaee = circuit from service d
0 otherwise.

To properly define these variables we add the following constraints:
Baec < Ma¥qee deD,ecdl.ceC.

In addition, for each i,d € D with o’ ;= 1, and each d € Hg we impose

Vace < Oiee ceC,icle),ecd.

These constraints guarantee signal loss requirements since they specify
that any wavelength including a service is terminated if the solution from
Phase 1 specifies so. The model will use these facts to possibly repack or
block wavelengths at such pre-determined terminations.

It is expected that network G is much smaller than the original network
G and thus this new model is better manageable.

3.3. Phase 3: Disaggregation

After solving the subproblem in Phase 2, we need to disaggregate the
solution to obtain a complete solution. This can again be done by using
Phase 2 for each aggregated node. For each aggregated node k € N, we
consider the underlying path defined by S(k) in isolation. In addition, wave-
length compositions on the first and last edge on the path are fixed based on
the solution from Phase 2. Consider the top configuration in Figure 6. The
solution on the lower path is obtained by Phase 2 and it yields an optimal
wavelength assignment sets ¢; on edge e, and ¢y on edge e;. By fixing the
wavelength assignment sets c¢; and ¢, on edges e3 and eg, we can determine
the wavelength sets on each edge on the path in the disaggregated model.
The model to carry this out is identical to the model in Phase 2 except that it
is applied to the path induced by S(k). If this is executed for each aggregated
node, we obtain a feasible solution to the original network.

We devote the rest of this section to state two propositions that justify
our aggregation technique. In the statements, we assume that signal loss
requirements are not needed, i.e., no ¢* is used. Let us fix an aggregated
node.

Proposition 1. If only blocking is allowed, then the cost of the disaggregated
solution is at least as good as the cost of the aggregated solution.

17



el e5

Node 1 el, cl e2,c2

Node 2
Aggregated node k

ed, cl

e3,cl e5, cl
New solution

1
Node Node 2

Figure 6: Blocking in the disaggregated network

Proof. As shown in Figure 6, when we fix the wavelength set of the first edge
to ¢1, and the wavelength set of the last edge to co, and set the wavelength
sets of intermediate edges to c¢;, we obtain a solution to the disaggregated
model with no higher cost. O

Proposition 2. If only packing is considered, then the cost of the disaggre-
gated solution is at least as good as the cost of the aggregated solution.

Proof. We prove this by induction on the number n of intermediate nodes in
S(k). The base case n = 2 is actually the bulk of the work.

Assume that we have only two intermediate nodes 7 and j, as shown in
Figure 7. We show this case by induction on the number of circuits involved
on edge e; (this is a nested induction within the overarching induction on
the number of nodes). Note that this number is the same on the remaining
edges e, f, g and f;.

Intermediate nodes

Node 1 ~ -
ode el, M \\‘_—— f1 Node 2

Aggregated node k
Figure 7: Packing in the disaggregated network

If there is a single circuit, the claim is trivial since in the disaggregated
and aggregated models there are no terminations. Let us assume now that
we have a set M of circuits in question.

Given a set M of circuits, let us denote by u(M), v(M) the number of
line cards in the aggregated and disaggregated models, respectively. We need
to show that u(M) < v(M).

Let us arbitrarily select one of the circuits in M, which for reference is
labeled as ¢ and it belongs to wavelength t; € M. Next we remove circuit ¢
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from consideration and we apply the induction step, which yields u(M\q) <
v(M\q).

Next we study possible cases the way circuit ¢ is inserted back into con-
sideration. It is not difficult to see that an addition of a single new circuit to
the aggregated model implies u(M) € {u(M\q), u(M\q) + 2,u(M\q) + 4}.
If w(M) = u(M\q), then the claim follows since u(M\q) < v(M\q) < v(M).
The addition of new circuits can only increase the number of line cards in
both models.

M\gq
[edgeie, | [nodesi | [edgert | [edgeie, | [noderj | [edgerty |
— = =

— —
. 2 . Line
Remaining Remaining
Circuits L Circuits L

Aggregated
Model

Figure 8: Case u(M) = u(M\q) + 4 in the aggregated model

Case u(M) = u(M\q) + 4 is depicted in Figure 8. It is not difficult
to observe that the case depicted is the only case for this to happen. By
induction we have u(L) < v(L) where L are all circuits disjoint from those in
wavelengths ¢, and £5. The remaining two wavelengths under the aggregated
model in the case of M\¢ do not require a line card, while there is a need
for 4 line cards in the case of M. Figure 9 shows a possible case under the
disaggregated model. We note that the number of line cards under M is
increased by 4. This observation implies the statement in this case. The
remaining two cases shown in Figure 10 can be argued in a similar way.

Case u(M) = u(M\q) + 2 is illustrated in Figure 11. It can be treated in
the same fashion as the previous case. We conclude that the claim holds for
two nodes.

To complete the overall induction, we assume Proposition 2 holds when
the number of intermediate nodes is less than or equal to [, [ > 3. When
n = [+ 1, we can select two adjacent nodes, and aggregate them into one
node. As shown in Figure 12, the two adjacent nodes node; and nodey are
aggregated into nodes. Consequently, the new setting containing nodes has [
intermediate nodes. Based on the proof of the base case n = 2, the number of
line cards needed at node; and node, is larger than or equal to the number of
line cards needed at nodes. Therefore, the total number of line cards needed
for n = [ 41 is larger than or equal to the total number of line cards needed
when n = [.

This completes the overall proof. O
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Figure 9: Case u(M) = u(M\q) + 4 in the disaggregated model
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Figure 10: All other possible cases u(M) = u(M\q) + 4 in the disaggregated model
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Figure 11: Case u(M) = u(M\¢) + 2 in the aggregated model
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Figure 12: Induction: Aggregated nodes when n =1+ 1.

4. Computational Experiments

In this section we present and discuss the results of running the three-
phase algorithm described in Section 3. The experiments aim at providing a
complete analysis of the performance of the algorithm.

All experiments reported were conducted on the set of test instances
shown in Table 1, where an identifier for each test instance is given in Col-
umn 1. Columns 2-4 show the networks’ properties in terms of services, nodes
and edges, respectively. Furthermore, the number of wavelengths is set to
40 for each test case in Table 1. Instances A-E were constructed manually
and their traffic scenarios were generated randomly. Instances F and G, on
the other hand, correspond to a network topology provided by an optic cable
provider with presence in the entire U.S. and it reflects their true topology
and cost parameters. The provider also uses 40 wavelengths. All engineering
requirements such as loss were provided by the company. To protect our con-
fidentiality agreement, actual data and exact numerical results are provided
for all but instances F and G. For these two real-world instances, we provide
range values and conduct further numerical analyses.

Table 1: Test instances

Number of
Ref Services Nodes Edges
A 20 122 159
B 15 112 149
C 50 126 163
D 10 305 327
E 15 417 450
F [38,43] 493 536
G [72,80] 493 536

We conducted the experiments on a 3.2GHz Intel(R) Pentium IV dual-
core central processing unit with 8 GByte RAM. The algorithm was imple-
mented in Python and the mathematical models were solved by calling MIP
optimizer Gurobi 2.0 [14]. We impose a time limit of 3600 CPU-seconds on
each instance.
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4.1. Overall Performance

In addition to (19), which weighs the cost of a line card with bandwidth,
we present the following alternative specifications to the model of Phase 1:

min Z OCTZ'O'Z-E + Z ORZ’}/Z, (25)
ieEN 1EN
deD
min Z bgOﬂO’ivg + Z SZ'ORZ"}/Z‘, (26)
i€EN 1EN
deD

where s; = >, _.p b

deD
We call (25), (26), (19) cost-, bandwidth-, and cost-bandwidth-based objec-
tive functions, respectively.

Our main goal in applying three different objective functions is to evalu-
ate the quality of the approximate solutions provided by Phase-1, and thus
assessing the overall performance of the three-phase algorithm. Hence, (25),
(26), (19) basically provide Phase-2 and Phase-3 with different weights to
the cost of ROADMSs and line cards.

Tables 2—4 show the results of applying the three objectives to the set of
test instances shown in Table 1. For each instance, the required number of
ROADMs, line cards, and objective values (in millions) are shown in Columns
2-4, respectively.

Table 2: Results based on the cost-bandwidth-based objective
No. of No. of Line Obj

Ref ROADMs Cards (x106)
A 55 240 3.10
B 65 328 3.39
C 71 394 7.52
D 60 118 1.81
E 79 153 2.70
F 60,75]  [520,600]  [6.1,9.4]
G [00,125]  [820,890]  [8.0,11.0]

Table 3: Results based on the cost-based objective
No. of No. of Line Obj

Ref ROADMs Cards (x106)
A 58 246 3.45
B 67 345 3.59
C 75 402 7.45
D 64 121 1.85
E 79 140 2.76
F 6585]  [530,615]  [6.5,9.5]
G [07,125]  [780,870]  [8.5,11.5]
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Table 4: Results based on the bandwidth-based objective
No. of No. of Line Obj

Ref ROADMs Cards (x106)
A 58 255 3.26
B 72 339 3.60
C it 410 7.82
D 70 125 1.88
E 86 160 2.76
F 70,95  [535,620]  [6.7,9.7]
G [110,135]  [840,900]  [7.5,10.5]

We use cost-bandwidth-based objective as a benchmark and compare it
against the other two in terms of the number of ROADMS, line cards, and
objective values provided for instances A-E.

Relative improvement values are given in Table 5. When comparing cost-
bandwidth vs. cost, Table 5 shows reductions up to 6.7%, 5.2% and 11.3% of
cost-bandwidth in the number of ROADMs, line cards, and the overall cost,
respectively. Regarding bandwidth solutions, reductions up to 16.7%, 6.3%
and 6.2% of cost-bandwidth in the same areas, respectively, are observed.

Table 5: Relative improvements on non-real-world instances

cost-bandwidth solutions vs.

cost solutions bandwidth solutions
Ref ROADMSs Line Cards Obj ROADMs Line Cards Obj
A 5.5% 2.5% 11.3% 5.5% 6.3% 5.2%
B 3.1% 5.2% 5.9% 10.8% 3.4% 6.2%
C 5.6% 2.0% -0.9% 8.5% 4.1% 4.0%
D 6.7% 2.5% 2.2% 16.7% 5.9% 3.9%
E 0.0% -8.5% 2.2% 8.9% 4.6% 2.2%

From the values in Table 5, we also observe that cost-bandwidth solutions
improve cost solutions by an average of 4.2%, 0.8% and 4.1% with respect
to the number of ROADMs, line cards, and the overall cost. Analogously,
reductions of 10.0%, 4.8% and 4.3% on average are obtained within the same
areas, respectively, when compared with bandwidth solutions. We clearly
proclaim the cost-bandwidth-based objective to be the winner.

Table 6 shows the overall performance with respect to the computational
time of the three-phase algorithm when applying the 3 different objectives
to each instance. The performance is measured in terms of both the CPU
time (in seconds) consumed in each phase and the resulting optimality gap
of the underlying mathematical model. Note that this is not the optimality
gap with respect to the optimal solutions of the entire problem but of each
individual phase. Whenever an optimal solution is not provided within the
time limit, the table shows the corresponding MIP gap in parentheses instead.

From Table 6 we observe that Phases 1 and 3 require a considerably
lower computational time than Phase 2. For example, all but instances F
and G require no more than 10 seconds and 5 minutes to converge in Phases
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Table 6: Run times and MIP gaps of each phase of the proposed algorithm
CPU Time (sec)
Ref Phase cost-bandwidth cost bandwidth

I I 2 I

A 2 (14.6%) (13.1%)  (14.4%)
3 19 5 66
1 0 0 I

B 2 (7.1%) (7.5%)  (7.5%)
3 64 1 63
I 2 2 2

C 2 (45.1%) (43.8%)  (44.2%)
3 247 248 245
1 8 0 1

D 2 (7.5%) (7.5%)  (8.6%)
3 69 68 68
1 1 0 0

E 2 (9.6%) (11.5%)  (9.8%)
3 108 67 97
1 96 64 67

F 2 (59.2%) (57.4%)  (58.9%)
3 1420 1302 1298
1 540 336 122

G 2 (55.4%) (62.2%)  (53.7%)
3 (20.7%) 3182 2825

1 and 3, respectively, whereas for Phase 2 they reach the time limit before
converging. The different objectives tested in Phase 1 proved to have an
insignificant influence on this pattern. Yet, the cost-based objective slightly
improves the run times in Phase 3 and reduces the MIP gaps in Phase 2 in
comparison with the values observed from the remaining two objectives.

4.2. Real-World Instances
4.2.1. Bandwidth and Wavelength Utilizations

We investigate resource utilization in terms of bandwidth utilization and
wavelength utilization with respect to the different objective functions tested
on instances F and G. Bandwidth utilization is defined as

ZeGE ZcGC ZdeD Udﬁd,e,c
ZBEE ZCGC U

while wavelength utilization on an edge is defined as

Bandwidth Utilization = -100%,

40 — number of unused wavelengths
40

Table 7 shows the bandwidth utilization and the average wavelength uti-
lization, including the standard deviation for wavelength utilization. Note
that in our case the maximum number of wavelengths is set to 40. We can
observe from the table that instance G yields a more balanced wavelength
utilization, i.e., its standard deviation is around 0.076. Since the utilization

-100%.

Wavelength Utilization =
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should be high, this table confirms that cost-bandwidth is the most effective
option.

Table 7: Bandwidth and wavelength utilizations

Effective use of Standard
Ref ~ Objective  Bandwidth (%) Wavelength (%) Deviation
F 85% 83% 0.158
q  Costbased 74% 86% 0.076
F . 85% 83% 0.157
q  Dandwidth 73% 86% 0.078
F Cost- 7% 84% 0.156
G Bandwidth 74% 86% 0.076

4.2.2. Terminations at Nodes

With the cost-bandwidth-based objective function, in Figure 13 we show
histograms of the number of terminations (packing and blocking) for in-
stances F and G.

For instance F, the model tends to place more line cards at individual
nodes, i.e., most nodes have more than or equal to 10 terminations. This
is also reasonable for the number of services required by this instance. For
instance G, we observe that most of the nodes have less than or equal to 10
terminations. This is expected since a large network offers more choices to
place line cards, thus it tends to spread line cards more evenly. On average
our proposed solution requires 9 to 11 line cards per node.
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Figure 13: Histograms of terminations for the bandwidth-based objective function

5. Conclusions

In this paper, we have proposed a heuristic approach to effectively tackle
the optimal placement problem of ROADMSs and line cards when designing
fiber optic networks. More precisely, we introduced a novel mixed integer
programming model as the main core of the proposed approach, where the
signal loss, wavelength packing and blocking are captured. Since the under-
lying model is computationally challenging, we designed and implemented a
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three-phase algorithm to tackle it. The algorithm efficiently provides good
feasible solutions by dividing the entire problem into three subproblems,
which are relatively easy to solve. We provide theoretical justifications for
the key idea behind this approach. To assess the performance of the algo-
rithm, we conducted computational experiments on a set of test instances of
different sizes. We also present different objective functions to a model in a
phase that yields different overall solutions.

The contributions of this research are fourfold. First, we solve a rele-
vant industrial problem for a very competitive industry. Second, to the best
of our knowledge, the literature reveals no research work on tackling signal
degradation and loss when solving the ROADM placement problem. Third,
we incorporate the termination (blocking and packing) into our model. Due
to its inherent complexity, the research community has overlooked termina-
tions resulting from the nature of ROADMSs and line cards. Finally, we have
implemented a three-phase algorithm for this problem, which proved to be
efficient on a set of test instances, including two real-world cases. The al-
gorithm has been tested on real-world instances and exact engineering rules
provided by a telecommunication company.
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