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ABSTRACT

This paper describes an algorithmic strategy to facilitate
the generation of multi-component software tools for Computer
Aided Manufacturing (CAM) and Virtual Manufacturing (VM).
Components that are often used to build CAM and VM applica-
tions include a wide range of domain-specific knowledge sources
and also more general utility components with often very het-
erogeneous characteristics. The identification of a suitable and
compatible set of these components is the first and arguably most
important step during the development process of any CAM or
VM application. This paper presents an algorithmic strategy that
automates this development step by solving a time-expanded net-
work problem, referred to as the Component Set Identification
(CSI) Problem. A definition of the CSI Problem, a mathematical
formulation, a solution procedure, and some computational re-
sults are presented. Finally, an application to predict hole quality
in drilling is used to illustrate the functionality of the proposed
algorithmic strategy.
Keywords: Computer Aided Manufacturing, Virtual Manufac-
turing, Information Integration, Integer Programming, Compo-
nent Set Identification Problem.

Introduction

There is a growing demand for intelligent manufacturing
software to assist both researchers and practitioners in solving
manufacturing engineering problems such as machine tool de-
sign, process selection, process planning, and system and pro-
cess optimization. Traditionally, the need for these software tools
has been satisfied by a variety of stand-alone applications [1–6].
These applications generally integrate two classes of subcom-
ponents; components providing the specific domain knowledge
(knowledge sources) and components providing process inde-
pendent functionality (utility components), such as geometry
analysis tools, optimization routines, or visualization software.
Sometimes the domain knowledge is available in form of analyt-
ical models [7, 8] that focus not only on a particular process or
system, but also specialize on a very specific aspect of the pro-
cess or the system under study, such as thermal effects, static and
dynamic force analysis, tool wear or economical aspects. Knowl-
edge about manufacturing systems and processes is also available
in form of simple data repositories [9, 10] and in form of expert
systems, based on rules discovered by experienced professionals
and by using statistical data analysis techniques [11]. The sub-
components required to build a certain CAM application gen-
erally use different semantic mappings and are therefore often
incompatible. These characteristics turn the subcomponent inte-
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gration process into a very complex task that has to be performed
manually at development-time. This results in rather static appli-
cations that generally do not support the integration of additional
components or new research results at run-time.

The above issues have motivated researchers to pursuit more
flexible approaches to CAM software design. These develop-
ment efforts can be divided into two areas; the development of
suitable systematization schemes for the relevant domain knowl-
edge, and the development of integration and communication
paradigms for software components. Some examples for sys-
tematization efforts include the Standard for Exchange of Prod-
uct Model Data (STEP) [12], or the Process Interchange Format
(PIF) [13], efforts that can be described as the development of a
common translation language serving as a bridge among hetero-
geneous data representations. Other examples include the Pro-
cess Specification Language (PSL), a neutral representation for
manufacturing processes developed by the National Institute of
Standards and Technology (NIST) [14]; the Language for Pro-
cess Specification (ALPS) [15], the Toronto Virtual Enterprise
Project [16], and the Enterprise Ontology Project [17]. The main
goal of these systematization efforts is to overcome the difficul-
ties associated with the integration of semantic mappings. Often
the same term may be interpreted differently by different knowl-
edge sources, or the same concept may have multiple names,
leading to overlap that can further complicate the integration of
multiple semantic mappings.

Integration of and communication among software compo-
nents and computer programs started with SIMULA I [18], the
first computer language supporting concepts of object orientated
programming developed in the early sixties. In the 1980’s, the
idea of reusable software modules [19] emerged and this idea
eventually evolved to today’s integration concepts such as agent
technology and middleware standards [20]. Some of the re-
search specifically targeted at the development of integration
and communication protocols for manufacturing related appli-
cations is conducted by international research consortiums such
as the Intelligent Manufacturing System Group [21] (e.g. GNO-
SIS Project, HMS) and the Object Management Group [22] (e.g.
CORBA, UML, or XMI). Other research efforts can be credited
to individual research groups [23, 24].

Considering the advances in both domain knowledge sys-
tematization, and integration and communication protocols, it
seems to be possible to automate the process of CAM applica-
tion development. Missing, however, are algorithmic strategies
to identify suitable combinations of knowledge sources. Inte-
grated into a suitable framework, such strategies can bridge the
gap between the systematization paradigms and the integration
tools. Having presented a potential architecture of an overall
framework in an earlier paper [25], this paper focuses on the de-
velopment of the algorithmic strategies that are required to ex-
plore the systematized domain knowledge and to identify suit-
able subsets of knowledge source and utility components able to

perform the requested manufacturing planning, optimization, or
simulation tasks.

The problem of identifying combinations of knowledge
sources and utility components will be referred to as the Com-
ponent Set Identification (CSI) Problem, a problem sharing some
similarities with Directed Steiner Network Problems (DSN) [26]
and scheduling problems with precedence constraints [27]. Due
to the particular network topology of the CSI problem with its
characteristic set of precedence constraints and the iterative so-
lution procedure that is inherent to many manufacturing-related
knowledge sources, the problem is formulated using a time-
expanded network representation. The CSI problem has a unique
network topography, including a generalization of time-induced
precedence constraints that differentiate the CSI Problem from
other optimization problems.

The remainder of this paper is organized as follows. Sec-
tion 2 presents a characterization of the Component Set Identifi-
cation Problem and establishes the terminology used throughout
this paper. In the third Section we develop a time-indexed integer
programming (IP) formulation using a dynamic (time-expanded)
network representation of the problem. Section 4 presents com-
putational results obtained by solving randomly generated test
cases, addresses the limitations of the IP-formulation (exact
method), and briefly discusses a heuristic approach. Finally, Sec-
tion 5 illustrates the functionality of the proposed algorithmic
strategies using drill-hole quality prediction as a practical exam-
ple.

The CSI Problem
In order to apply the proposed algorithmic strategy to a user-

defined, manufacturing-related simulation or optimization task
and to automatically solve the CSI problem, the task has to be
transformed into a suitable representation allowing computerized
processing. Potential user-requests could be: (a) simulate a par-
ticular manufacturing process and predict the resulting surface
finish and achievable tolerances; (b) compare several processes
with respect to their ability to perform a specific operation; (c)
optimize a particular process with respect to certain process at-
tributes. In order to characterize these user-defined tasks analyt-
ically, a clear definition of terms is required. Table 1 provides
these definitions.

Given the definitions presented in Tab. 1 any simulation or
optimization problem can be characterized by defining the fol-
lowing six data sets. As an example the problem of simulating
a metal cutting process to predict the resulting surface finish and
achievable tolerances is being considered:

1. A set P = {P1,P2,P3, ...,Pm} representing all properties (at-
tributes and parameters) that are related to the manufac-
turing task under study and that are part of the system-
atized domain knowledge of the overall system; Example:
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Table 1. TERMINOLOGY AND NOTATION.

(Process) Attribute − Inherent characteristic or quality of an entity (process)

(Process) Parameter − Variable quantity or quality that determines a particular aspect of an entity (process)

Property Pj Synonym to refer to both attributes and parameters of entities and processes

Known Property Pk
j Parameter or attribute j that is known to the user

Target Property P∗
j Parameter or attribute j that is sought by the user

Knowledge Source Ki Mapping between two sets of properties, Sin
i (inputs) and Sout

i (outputs)

Input Properties Sin
i Properties that have to be supplied in order to use (consult) knowledge source Ki

Output Properties Sout
i Properties returned by (calculated by) knowledge source Ki

P={cutting speed, cutting feed, depth of cut, tool geom-
etry, workpiece material, tool material, workpiece dimen-
sions, tolerances, surface finish, dimensional accuracy, ra-
dial force, tangential force, cutting temperature, etc.};

2. A subset SI ⊆ P representing all properties that are initially
known; Example: SI={cutting speed, cutting feed, tool ge-
ometry, workpiece material, tool material};

3. A subset S∗ ⊆ P representing all explicit target properties
of the task; Example: S∗ ={dimensional accuracy, surface
finish}; It is important to note that the set of properties that
is eventually computed during a particular solution to a CSI
problem instance does not necessarily correspond to S∗. Ad-
ditional properties that are not part of the set of explicit tar-
get properties might become ’known’ in one of the interme-
diate steps.

4. A set of task-relevant knowledge sources, K =
{K1,K2,K3, ...,Kn}; Example: K ={cutting force models,
chip load models, calibration models, surface generation
models, cutting temperature models, ploughing models,
chip formation models, empirical cutting force data, etc.};

5. Two sets of arcs, Sout
k and Sin

k for k = 1, ...,n representing the
input and output mappings between knowledge sources and
properties; Example: Cutting force models require process
parameters as inputs Sin ={cutting speed, cutting feed, depth
of cut, etc.} and produce the cutting forces, Sout ={radial
force, tangential force, etc.}.

The Time-Indexed IP-Formulation of the CSI Problem

The CSI Problem as a Directed Graph
Given the sets introduced in the previous section, the CSI

problem is modelled as a directed graph, consisting of a set of
property and knowledge source nodes and a set of arcs whose
elements are ordered pairs of distinct nodes. This is illus-
trated in Fig. 1 for a small example problem with 25 properties
and a knowledge source library consisting of twelve knowledge
sources.

In Fig. 1, SI, the set of initially known properties includes
properties P17 and P18 (SI = {P17,P18}), and S∗, the set of tar-
get properties consists of properties P9 and P22 (S∗ = {P9, P22}).

All knowledge source nodes have a set of incoming and outgo-
ing arcs connecting them with their respective input (Pin

j ) and
output property nodes (Pout

j ). These input and output mappings
translate into a number of precedence relationships among the
twelve knowledge sources. Starting out from the set of initially
known properties, SI, it is possible to search for feasible directed
sub-networks connecting some or all of the elements in SI with
all elements of the target property set, S∗. Each such directed
network corresponds to a valid solution of the underlying prob-
lem and translates back into a combination of knowledge sources
able to convert the initially given information into the sought tar-
get properties. Figure 1 illustrates a feasible solution involving
six of the twelve knowledge sources. The six knowledge sources
have to be arranged in a particular sequence to obtain the desired
target properties, P9 and P22. Knowledge sources K12 and K2 both
take the two initially known properties, P17 and P18 as inputs. Us-
ing these inputs, knowledge source K12 generates properties P15

and P16, and knowledge source K2 outputs property P25. Taking
property P25 as input, knowledge source K3 returns property P24.
Together, these output properties constitute the required input for
knowledge sources K4 and K9, which in turn generate input prop-
erties P10, P11, and P12 for knowledge source K5. In addition to
generating property P12, knowledge source K4 also produces the
first of the two target properties, P22. Finally, knowledge source
K5 generates P9, the seconds target property.

Time-Expanded Network Representation
In order to solve the CSI problem using an integer program-

ming approach, this directed graph is augmented. The problem
of identifying suitable combinations of knowledge sources has
an underlying temporal dimension. This results from the fact that
there are many time-induced precedence constraints that have to
be satisfied. Without a means of capturing the sequence and tim-
ing in which knowledge sources are being used, it is impossi-
ble to enforce these implicit precedence constraints. Neglecting
these constraints leads to infeasible solutions containing dead-
locks. An example for such a deadlock is shown in Figure 2. At
first the depicted solution seems to be feasible since there exists
a path from the initially known properties, P1 and P2, to the tar-
get property P9. However, knowledge source K2 generates prop-
erty P5, a required input for knowledge source K3 and knowledge
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Figure 1. EXAMPLE PROBLEM - DIRECTED GRAPH OF KNOWL-

EDGE SOURCE AND PROPERTY NODES.

source K3 generates property P4, a required input property for
knowledge source K2. This clearly results in a deadlock, causing
the solution to be infeasible. Another reason that calls for a tem-
poral dimension is the fact that analytical knowledge sources are
often used iteratively. CAM applications often consist of a small
number of simulation models (knowledge sources) that are used
in an iterative and/or alternating fashion until some convergence
criterion is met.
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Figure 2. A DEADLOCK EXAMPLE.

One way of capturing the sequence in which knowledge
sources are being used is to incorporate a temporal dimension.
This can be achieved by developing an expanded network repre-
sentation of the knowledge source and property nodes that is ca-
pable of accounting for the time-related precedence constraints
described above. In order to construct such a time expanded net-
work representation multiple copies of all knowledge source and
property nodes are considered as shown in Fig. 3. Arcs that link

the different copies describe temporal linkages in the system.
Each node in the resulting network has a time step associated
with it and hence, it is referred to as a time-expanded network
representation. In the following discussion the CSI problem is
defined mathematically and an IP-formulation that is based on
this type of time-expanded network is presented.
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Figure 3. TIME-EXPANDED NETWORK.

IP-Formulation of the CSI Problem
The problem is modelled as a discretized time-expanded net-

work consisting of two types of nodes, nodes representing the
knowledge sources/utility components and nodes representing
the properties. Due to the temporal dimension discussed above
and depending on whether a particular knowledge source node
can be used iteratively or not, the knowledge source library can
include multiple copies of a particular knowledge source. In the
integer programming formulation presented below, each of the
copies of a knowledge source is then treated as a separate knowl-
edge source. The maximum number of time steps that have to be
considered is upper bounded by T = n ·nc, where nc is the maxi-
mum number of copies per knowledge source. This follows from
the following consideration. It is easy to see that any solution to
a CSI problem that has a time step in which no knowledge source
is used has to be sub-optimal. If there is a feasible solution with
such an idle time step, the solution can be improved (decrease the
value of the objective function) by simply skipping the respec-
tive time step. Since the state of the system (known properties)
does not change while performing a time step with no knowledge
source activity, the feasibility of the solution will not be affected
by skipping the idle time step. Hence, any optimal solution will
use at least one knowledge source during any given time step.
This allows to establish a bound on the maximum number of
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discrete time steps of T = n ·nc, the number of available knowl-
edge sources (including copies). As a result, a problem with n
knowledge sources and m properties will have a maximum of
O(n2nc + n · nc ·m) nodes, consisting of O(n(n · nc)) knowledge
source nodes and O(n · nc ·m) property nodes. It should be em-
phasized that this is a conservative upper bound, that offers room
for subsequent improvement.

To state the problem two sets of variables are introduced, Zit

and X jt :

Zit =

{

1 if a request is sent to knowledge source i at time t,

0 otherwise,

X jt =

{

1 if property j becomes known at time step t,

0 otherwise.

It is assumed that there are costs associated with the consul-
tation of each knowledge source. These costs can be associated
with the actual costs of using a given knowledge source (e.g.
proprietary knowledge sources) or with performance character-
istics of a knowledge source, such as accuracy, computational
complexity, or response time. The objective is to find the com-
bination of knowledge sources and utility components that can
generate the sought target properties, S∗, in the most desirable
fashion. Depending on the particular cost criterion and depend-
ing on whether a single cost criteria or a weighted combinations
of multiple cost criteria is used, most desirable can correspond to
fast, very accurate, most ’affordable’, or a combination of these
criteria. In order to avoid any loss of generality and to keep the
IP-formulation as flexible as possible, costs associated with the
property nodes are considered as well.

The objective function reads

min
T

∑
t=0

n

∑
i=1

CK
it Zit +

T

∑
t=0

m

∑
j=1

CP
jtX jt , (1)

where CK
it are the non-negative costs associated with knowledge

source i and time step t, CP
jt are the non-negative ’costs’ associ-

ated with property j and time step t.
To ensure that the required target properties are computed,

we need

T

∑
t=0

X jt ≥ 1 ∀ j ∈ S∗. (2)

To model that the set of all properties in SI are initially
known, we require

X j0 = 1 ∀ j ∈ SI , (3)

X j0 = 0 ∀ j /∈ SI . (4)

To ensure that all input properties for knowledge source i are
available at time step t∗ if knowledge source i is active at time t∗,
we need

t∗

∑
t=0

X jt ≥ Zit∗ ∀t∗,∀i ∈ K,∀ j ∈ Sin
i . (5)

To guarantee consistency of the solution we need to enforce
that property j is known at t +1, the time-step following the de-
termination (calculation) of j by knowledge source i at time step
t. Hence we need,

X j(t+1) ≥ Zit ∀i ∈ K,∀t,∀ j ∈ Sout
i . (6)

The following constraints enforce that an X jt can only be
nonzero if at least one knowledge source with j as an output is
nonzero at the same time step. In absence of these constraints,
X jt ’s could be nonzero even if all Zit’s would be zero and this
would obviously result in an infeasible solution. Hence, we re-
quire

∑
i:i→ j

Zit ≥ X jt ∀t,∀ j ∈ P, (7)

where i : i → j means that knowledge source i generates property
j as one of its outputs.

Constraints of Equation 8 enforce that each knowledge
source is used at most once throughout a particular solution and
hence prevent the generation of sub-optimal solutions. As in-
dicated above, knowledge sources might have multiple copies
within K and each of these copies can be used exactly once.
Hence, we add

T

∑
t=0

Zit ≤ 1 ∀i ∈ K. (8)

Note that even without these constraints the formulation is cor-
rect, however, they are included since they were found to lead to
an improved performance of the branch and bound algorithm and
to reduced solution times.

By definition we have

Zit ∈ {0,1}, (9)

X jt ∈ {0,1}. (10)
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The integer programming formulation consists of objective
function of Equation 1, constraints of Equations 2-8, and inte-
grality requirements of Equations 9 and 10. Following the stan-
dard procedure of NP-completeness theory, it can be shown that
the CSI Problem is NP-hard [28].

Computational Results for Randomly-Generated Test
Networks

This section presents computational results obtained from
solving randomly generated CSI problem instances using the
time-indexed formulation presented above. All computations
were carried out on a Windows 2000 Server PC (Pentium III)
with a clock speed of 1Ghz. The IP-formulation is solved with
the commercial solver CPLEX™, version 8.0. The PC was
equipped with 512MB RAM.

To speed up the creation of random problem instances, a
random network generation procedure was implemented. In ad-
dition to the desired size of the problem (number of property- and
knowledge source nodes) the procedure takes several other pa-
rameters into account, including maximum and minimum num-
ber of input properties for a given knowledge source, maximum
and minimum number of output properties, and a fixed range
for the costs associated with the knowledge source nodes and
the property nodes. In order to simulate the type of network
expected to occur in manufacturing knowledge source selection
problems more closely, the network generation procedure is able
to generate and include different clusters of random knowledge
sources. This mimics the fact that there are often sets of knowl-
edge sources that perform similar tasks. In terms of the CSI net-
work, performing similar tasks translates into taking and return-
ing similar sets of input and output properties. A good example
for such a cluster would be a set of knowledge sources that pro-
vide cutting force data, including mechanistic force models, em-
pirical databases, and more advanced simulation tools such as a
finite element model.

Figure 4-a shows a typical example network consisting of
70 nodes, including 50 knowledge source nodes and 20 prop-
erty nodes. In this particular problem instance, two properties
are initially known, SI = {P4,P9} and the target property set, S∗,
consists of three unknowns, including P8,P10, and P11. The re-
sulting IP-formulation is comprised of 1,420 variables and 7,093
constraints. After 0.7 seconds of preprocessing, using various
preprocessing techniques and the default settings of CPLEX™
8.0, the IP has 5,746 rows, 1,227 columns, and 39,735 non-
zeros. The problem was solved to optimality in 1 minute and
16 seconds. During this time, the branch and bound algorithm
evaluated 512 nodes. A graphical representation of the optimal
solution is shown in Fig. 4-b.

Many randomly generated problem instances of varying di-
mensions have successfully been solved. The experiments reveal
that for instances with up to 50 knowledge sources and 20 prop-
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Figure 4. EXAMPLE 1: a) SCHEMATIC OF RANDOM NETWORK - b)

OPTIMAL SOLUTION FOUND BY EXACT METHOD.

erty nodes an optimal solution can be found in less than 10 min-
utes in 90% of the cases. With an increasing number of knowl-
edge source and property nodes this percentage value decreases
rapidly and instances with 50 knowledge sources and 30 proper-
ties, for example, can only be solved in less than 10 minutes in
approximately 20% of all cases. This trend is depicted in Fig-
ure 5. As for most NP-hard problems, the optimality gap for
instances that cannot be solved to optimality within a given time
limit can vary considerably and is a function of the size of the
problem instance.

Since the decision version of the CSI problem is NP-
complete, no polynomial time algorithm for the problem is likely
to exist and the observed rapid increase in CPU time for prob-
lems with increasing dimensions is expected. Hence, future re-
search efforts should be focused on the development of heuristic
solution methods able to find good solutions. In a first attempt
to tackle problem instances that cannot be solved to optimality
by the exact method described above a simple search heuris-
tic has been developed [29]. The search heuristic is based on
the conversion of the original network into a tree-like network
topology. This conversion can be performed in polynomial time
(O(n2)) and hence, can be applied to arbitrarily large problem
instances. This search heuristic serves as a starting point for the
ongoing research effort to develop more sophisticated heuristical
approaches and also to improve the exact method introduced in
this paper.

Figure 6 provides the results for a problem that was solved
with both the IP-formulation and the search heuristic. This
problem instance has the same characteristics as the previous
example and consists of 50 knowledge source nodes and 20
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Figure 5. COMPUTATIONAL LIMIT OF EXACT SOLUTION PROCE-

DURE.

property nodes. As before, two properties are initially known,
SI = {P1,P2} and the target property set, S∗, consists of three
unknowns (P6,P8, and P20). The best solution found by the exact
method within a time limit of 600 seconds has a total cost of 130.
For this particular problem the heuristic outperforms the exact
method in terms of CPU time and is able to find an optimal solu-
tion with a total cost of 59 in 25 seconds. It is important to note
that the exact solution method by definition will eventually arrive
at the optimal solution as well. However, these results show that
there is great potential for the development of heuristic methods,
especially for problem instances with increased dimensions.

Manufacturing Example: Hole Quality Prediction and
Optimization

This section presents an example of a typical CAM appli-
cation built using the algorithmic strategies presented in this pa-
per and the overall development environment discussed in [25].
The example illustrates the development of a tool for hole quality
prediction in drilling operations. Hole quality can be defined in
terms of attributes (properties), such as cylindricity and round-
ness and depends on a wide range of properties, including drill
geometry, cutting conditions, workpiece material, etc. The hole
quality attributes are functions of the hole profile, which in turn
depends on the drill design, the process variables, and the overall
characteristics of the drilling process.

The objective here is to demonstrate the structure of the
problem formulation. Since we are now dealing with domain-

Table 2. COMPLETE SET OF PROPERTY NODES FOR DRILL HOLE

QUALITY PREDICTION.
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specific knowledge sources, the details of which are beyond the
scope of this paper, we make certain assumptions with respect to
the costs and the input and output properties of the knowledge
sources considered in this example.

Systematization of the Drilling Process Domain

In order to use the proposed approach for the development
of CAM-applications for hole quality prediction, we have to pro-
vide a suitable systematization of the relevant domain knowledge
that is able to integrate the different semantic mappings used by
individual knowledge sources. Table 2 provides a top-level ontol-
ogy for drilling operations and gives an overview of all relevant
properties (attributes and parameters), including drill geometry,
machining condition, and workpiece attributes. The table repre-
sents the complete list of properties considered in our example
problem. Each property corresponds to a property node accord-
ing to the definition presented in the previous sections. Properties
in the left column of Tab. 2 are constant for a given drilling oper-
ation, whereas the properties in the right column may vary over
the duration of the drilling operation.

Domain Knowledge and Component Libraries

Numerous attempts have been made to model the fundamen-
tal physics and the performance characteristics of drilling oper-
ations and researchers have developed a wide range of theoreti-
cal models to simulate the various issues of the drilling process,
including cutting force models, cutting temperature models, drill
wandering models, surface generation models, tool wear models,
etc. [30,31]. This has resulted in a large number of heterogenous
knowledge sources and data representations, making hole qual-
ity prediction and optimization an interesting application for the
automated development approach presented here. In addition to
analytical models there are many other useful knowledge sources
for drilling operations, such as drill geometry databases, cutting

7 Copyright © by ASME
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Figure 6. EXAMPLE 2: a) IP-SOLUTION - b) SOLUTION OBTAINED BY SEARCH HEURISTIC.

force databases, repositories of material calibration values, rule-
based expert systems, etc. [9–11].

Figure 7 illustrate the knowledge source component library
in form of a matrix. The purpose of this figure is to further il-
lustrate that there are multiple candidates for a specific type of
knowledge source. Each row of the matrix corresponds to one
specific aspect of the drilling process. The first row, for example,
contains knowledge sources able to predict drilling forces. Each
knowledge source uses a different methodology and a unique
set of input properties to predict the force data. In addition,
each one offers different performance characteristics (costs) and
sometimes slightly different output properties. We are consider-
ing two cost criteria in this example, ’computational complexity’
(CK1

it ) and ’potential for loss of accuracy’ (CK2
it ). We assume that

the costs associated with the knowledge sources are not a func-
tion of time and hence, we have CK

it = CK
i for every t. Both cost

criteria have arbitrarily been given a range of 100. A value of 0
corresponds to an extremely favorable and a value of 100 to an
extremely unfavorable cost.

The first cutting force knowledge source, for example, is
based on a mechanistic model, with relatively low computational
complexity (CK1

it = 25) and a fairly good accuracy (CK2
it = 25).

The second cutting force knowledge source uses a FEM-based
force model with a considerably higher computational complex-
ity (CK1

it = 75) and a decreased potential for loss of accuracy
(CK2

it = 5). Finally, the cutting force knowledge source shown
as the last entry in the first row of the matrix represents a simple
database of empirical cutting force data for drilling operations.
The computational complexity of retrieving information from a
database is low (CK1

it = 3) but the risk of inaccurate predictions
is much higher (CK2

it = 50). The dots between the FEM-based
force model and the force database knowledge source indicate
that there are additional force-related knowledge sources in the
knowledge source library that are not explicitly shown in the fig-
ure. The remaining rows of the matrix are structured similarly
and contain the knowledge sources related to all other aspects of

the drilling process, such as cutting temperature, drill wandering,
hole surface generation, drill deflection, etc.

Having defined the property nodes in form of the top-level
ontology (Table 2) and the knowledge source nodes in form of a
component library (Fig. 7), we can now combine the two types of
nodes and their relationships in a time-expanded network similar
to the generic example presented earlier in Fig. 3.

IP-Formulation and Identification of a suitable Set of Knowledge
Sources

In order to clearly state the problem we need to define SI ,
the set of initially know properties, and S∗, the set of target prop-
erties. Initially known in our example are the process condi-
tions (speed, feed, etc.), the drill geometry (diameter, web length,
etc.), and the process errors. The set of target properties consists
of the hole profiles at time steps t = 1,2,3, ...,T . Considering
our top-level ontology (Table 2), and the knowledge source li-
brary (Fig. 7), the example includes 50 knowledge sources and
30 properties. We are consider a weighted average of two cost
criteria, including computational complexity and loss of accu-
racy. The overall cost of a combination of knowledge sources is
fully determined by the sum of the costs of the used knowledge
sources and hence, we can associate zero cost with all property
nodes (CP

j ’s = 0). Therefore, we can neglect the second summa-
tion included in the general definition of the objective function
(Equation 3). Taking these considerations into account the ob-
jective function reads

min
T

∑
t=0

50

∑
i=1

CK
i Zit +

T

∑
t=0

30

∑
j=1

CP
j X jt

︸ ︷︷ ︸

=0

= min
T

∑
t=0

50

∑
i=1

CK
i Zit ,

where CK
i ’s represent an equally weighted combination of the
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Figure 7. KNOWLEDGE SOURCE AND COMPONENT LIBRARY FOR DRILL HOLE QUALITY PREDICTION.

two cost criteria, computational complexity and potential for loss
of accuracy. Since both cost criteria have the same value range
(0-100), we can simply add the respective numbers for each
knowledge source to obtain an equally weighted combination of
the two criteria.

To ensure that the required target properties are computed,
we need

T

∑
t=0

X jt ≥ 1 ∀ j ∈ S∗ = {Hole profile at time steps t = 1,2, ...,T},

Furthermore we require

X j0 = 1 ∀ j ∈ SI = {feed, speed, drill geometry, process errors},

X j0 = 0 ∀ j /∈ SI .

After including the remaining six sets of constraints (Equa-
tions 5-10) we obtain an IP formulation of the problem with ap-
proximately 5,000 variables and 10,000 constraints.

Figure 8 sketches the solution that is obtained when solving
the described IP-formulation to optimality, using the described
algorithm and the assumptions discussed earlier. The particu-
lar ’path’ that is identified and depicted in the figure consists of
five analytical models, including a wandering model, a cutting
lip surface generation model, a cutting force model, a drill mar-
gin and hole wall interaction model, and a drill deflection model.
The path clearly establishes all precedence relationships required
to combine the five models. The first model that is being used is
a wandering model that determines the deflection of the drill dur-
ing the initial phase of the drilling operation. The deflection at

time zero is then used as an input for a cutting lip surface gener-
ation model that can calculate the hole geometry at time zero. In
a third step a mechanistic cutting force model and a drill margin
and hole wall interaction model is used to calculate the cutting
forces and to update the hole geometry at time zero. By com-
bining the five different sub-models in the sequence indicated in
Fig. 8, and by repeating the last three blocks of the solution iter-
atively (viz. time step 2, 3, and 4), it is possible to generate the
desired hole quality attributes for t=1, 2, 3, ..., T.

Having used equal weights for the two cost criteria, the so-
lution shown in Fig. 8 is a tradeoff between computational com-
plexity (time required to predict hole quality) and accuracy of
the prediction. We can obtain alternative solutions to the hole
quality prediction problem by changing these weights. To illus-
trate this, we simply modify our objective. We now focus on
finding a solution to the hole quality prediction problem quickly
(80%) and we put a much smaller weight on accuracy (20%).
When we resolve the problem with these modified weights, we
obtain the solution shown in Fig. 9. The main differences are
that the alternative solution uses a simple empirical cutting force
database (CFD) instead of a mechanistic force model (MFM)
and a simple cantilever beam model (CBM) instead of a two-
dimensional numerical model (2DNM) to predict drill deflec-
tion. As indicated in Fig. 7, the empirical cutting force database
has a much lower computational complexity than the mechanistic
force model (CK1

CFD = 3, CK1
MFM = 25). Hence, if the main empha-

sis lies on computational complexity it makes sense to replaces
the mechanistic force model by the empirical force database.
The same holds true for the deflection models. The cantilever
beam model has a much lower computational complexity than
the two-dimensional numerical deflection model (CK1

CBM = 25,
CK1

2DNM = 100, compare Fig. 7).
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Figure 8. SOLUTION TO IP-FORMULATION - EQUAL EMPHASIS ON COMPUTATIONAL COMPLEXITY AND ACCURACY.
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Figure 9. SOLUTION TO IP-FORMULATION - EMPHASIS ON COMPUTATIONAL COMPLEXITY.

Summary and Conclusions
This paper presented an algorithmic strategy required to

implement a new paradigm for the development of a global
network-based development environment in which researchers
can generate advanced CAM software tools in a collaborative
and partially automated fashion.

The specific conclusions from the work presented in this pa-
per are:

1. The Component Set Identification (CSI) Problem has been
identified as one of the key problems that needs to be ad-
dressed in order to automate the generation of CAM soft-
ware tools and to bridge the gap between domain knowl-
edge systematization and software integration efforts. This
paper developed a mathematical characterization that allows
to fully specify any instance of the CSI problem.

2. It has been shown that any instance of the CSI problem can
be modeled as a directed graph, and subsequently be formu-

lated as an integer program using a time-expanded network
representation and a time-indexed IP-formulation.

3. Using randomly generated test networks and a Branch-and-
Bound algorithm some initial computational results have
been obtained. These results show that it is possible to solve
many medium size problems (50 knowledge source and 20
property nodes) to optimality using the IP-formulation and
the solution procedures discussed in this paper.

4. Based on both the computational results and the fact that
the CSI problem is NP-hard, the need for polynomial-time
search heuristics has been identified. Using an example
problem and a basic search heuristic, it has been shown that
alternative solution methods can be used to find good solu-
tions for problem instances that cannot be solved to optimal-
ity by the exact method discussed in this paper.

5. Using hole quality prediction as an example we illustrated
the practical relevance and the value of the proposed al-
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gorithmic strategy. We presented a systematization of the
drilling process domain, established a suitable knowledge
source and component library, and formulated the problem
according to the dynamic network representation developed
in this paper. Two alternative solutions were developed by
using two sets of weights for the two cost criteria considered
in the example (computational complexity and potential for
loss of accuracy).
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